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a b s t r a c t

Molecular communication (MC) is a novel paradigm for nano-communication networks. Compared
with diffusion-based single-input single-out (SISO) systems, multiple-input multiple-output (MIMO)
MC with drift systems can effectively mitigate the negative effects of inter symbol interference
(ISI), inter link interference (ILI) and noise, further improving transmission efficiency. The modeling
complexity of MIMO MC systems inspires the application of deep learning (DL) techniques to establish
end-to-end architectures for signal recovery. However, training of the entire end-to-end system is
limited by the unknown channel and small training sample size. In this paper, aiming at signal
recovery of the newly developed mathematical MIMO MC with drift system model, a Kullback–Leibler
divergence (KLD) evolutionary generative adversarial network (EGAN)-based end-to-end learning
method is proposed. The end-to-end architecture can be trained offline with both the sampled and fake
signals generated by KLD EGAN, even with a small training sample size, and then used to recover online
transmitted signals directly. Besides, two traditional detection algorithms denoted as the maximum
a posterior (MAP) detector and fixed threshold (FT) detector, are proposed as well for theoretical
comparison. Experiments of the effect of different model parameters on the system performance have
been carried out. Results validate the effectiveness and robustness of our proposed method compared
to other DL-based methods, including the deep neural networks (DNN)-based, the original GAN-based,
and the original EGAN-based, in terms of transmission accuracy.

© 2023 Elsevier B.V. All rights reserved.
1. Introduction

In most conventional communication systems, information is
ransmitted via electromagnetic signals. In this case, an analyt-
cal channel model can be formulated, and signal detection can
e carried out based on it [1]. However, with the emergence
f new communication scenarios, sometimes the mathematical
hannel model is challenging to achieve due to complex per-
eptual processes, especially for molecular communication (MC).
C is a biologically inspired technology utilizing molecules to
ommunicate between nano-transceivers [2]. Typically, at the
ransmitter node, information is encoded into the chemical or
hysical properties of specific molecules, which then propagates
hrough the channel and is finally received and decoded by the re-
eiver node. There exist three main architectures to characterize
he molecular propagation process: walkway-based, flow-based,
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and diffusion-based [3]. Compared with conventional electromag-
netic wave-based communication, MC has advantages in terms
of energy efficiency, power consumption, and bio-compatibility.
Thus, it has great potential in various fields such as environmental
monitoring [4], advanced materials design [5], and targeted drug
delivery systems [6].

The slow and uncertain propagation of molecules in single-
input single-output (SISO) MC model creates a long-tail effect that
leads to inter-symbol interference (ISI) in molecular reception
and reduces transmission efficiency. Multiple-input multiple-
output (MIMO) technology can effectively increase the data trans-
mission rate and has become one of the most promising key
technologies in communication transmission. In [7], possible ad-
vantages of applying MIMO to MC system and prospective direc-
tions for future progress are discussed. The world’s first molecular
MIMO communication link was implemented in [8], demonstrat-
ing that MIMO can achieve data rates about 1.7 times higher than
those of SISO molecular communication systems. However, with
multiple links in MIMO model, inter link interference (ILI) be-
comes a newly introduced communication interference, defined
as the reception by the receiver of molecules sent from non-
corresponding transmitters. Signal detection at the receiver node

https://doi.org/10.1016/j.nancom.2023.100456
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ould be more challenging with the joint effect of ILI and ISI since
his will lead to the channel model hard to model. Some novel
etection algorithms for MC with a 2 × 2 MIMO configuration
re developed for receiver design in [9]. Authors in [10] proposed
wo algorithms to solve the formulated optimization problems
nd further optimized a 3 × 3 MIMO receiver.
In most communication systems, modules are designed sep-

rately, such as source encoder, channel encoder, modulator,
emodulator, channel decoder, source decoder, etc. Each mod-
le is optimized individually for different channel environments,
aking it difficult to optimize them cooperatively. Thus, the
ommunication blocks are usually analyzed independently [11–
3]. However, the optimization of each module cannot represent
he overall optimization of the whole system, and the design
f the entire system does not consider possible interactions be-
ween sub-modules [14,15]. For example, separate designs for
odulator and encoder are considered sub-optimal [16].
Recently, Deep Learning (DL) has emerged in the field of com-

unication with applications in modulation recognition [17–20],
hannel estimation [21–23], and end-to-end learning [14,24–26].
he end-to-end architecture allows optimization of the commu-
ication system as a whole and is considered to have the potential
o achieve global optimum [14]. In particular, the end-to-end
tructure has been extended to MIMO in conventional wireless
ommunication systems [27–29], and MC systems [3,15,30].
In general, a typical end-to-end model can jointly optimize

he transmitter and receiver in one signaling process to learn
n efficient representation of the interfered signal. In [14], such
communication system is first proposed in the physical layer,
here an autoencoder structure is used to learn transmitter and
eceiver with deep neural networks (DNN) representation. Tra-
itional communication modules on the transmitter node, such
s encoding and modulation, are replaced by one DNN, while
odules on the receiver node, such as demodulation and de-
oding, are replaced by another. The autoencoder structure is
rained offline using a Stochastic Gradient Descent (SGD) ap-
roach by optimizing the end-to-end loss function, which reflects
ecovery accuracy. Then, the gradients of transmitter can be back-
ropagated through the differentiable channel model, allowing
he autoencoder to generate signals as close as possible to the
ransmitted ones. Thus, features and parameters of the end-to-
nd model can be learned directly from data instead of designing
ndependent modules. In this paper, we consider the transmis-
ion, propagation, and reception of information molecules as an
nd-to-end MC system.
In end-to-end architectures, it is required that the underly-

ng channel model is analytical, such as Additive White Gaus-
ian Noise (AWGN) channel and Rayleigh fading channel. How-
ver, for MC, due to interference between signals and chan-
els (ISI and ILI), environmental complexity, and other factors,
arious stochastic processes will be introduced, leading to non-
ifferentiable channels. Thus, the back-propagation of gradients
rom receiver to transmitter is blocked, preventing the overall
earning of the end-to-end system. The key of optimizing an
nd-to-end system is the accurate representation of channel in-
ormation. To address unknown channels in end-to-end learning
f communication systems, mathematical channel models can
e estimated. However, it may not accurately reflect the actual
ransmission, leading to deviations from the real channel and thus
egrading the overall system performance.
Recently, different DL-based channel modeling techniques

ave been proposed to address the problem of channel agnos-
icism, e.g., in [31], the modulation schemes for learning in two
gents with a fully decentralized fashion are proposed to serve as
reinforcement learning problem, [32,33] are solved by designing

he transmitter as a reinforcement learning agent, and in [34],

2

novel quantization is proposed for feedback signals which can
ommunicate even with limited reward feedback.
Nevertheless, all the above schemes require a large amount

f sample information from the receiver to the transmitter. Con-
idering that generative adversarial networks (GANs) [35] are a
owerful generative model that can be used to solve the problem
f insufficient samples, it is used to simulate the channel [36]. By
onsidering GAN as the substitution of the channel, the distribu-
ion of channel output can be learned directly from receiver ob-
ervations, allowing transmitter gradients to be back-propagated.
pecifically, generator in GAN generates fake received signals to
pproximate the distribution of the real received signals, and
oth real and fake signals are used to train the transmitter and
eceiver. In this way, the training of entire end-to-end system
an be completed, and signal detection can be implemented.
owever, there are two drawbacks in original GAN, including the
anishing gradient caused by inappropriate loss functions and
odel collapse due to the loss of diversity caused by generator,
aking it incapable of achieving realistic channel models and

ntractable for GAN-based training schemes. Moreover, the end-
o-end system cannot be well-trained if the sample size of real
ignals is too small.
To address these issues, evolutionary generative adversarial

etwork (EGAN) [37] based on the idea of evolutionary com-
utation is introduced. Evolutionary computation is inspired by
iological evolution to solve complex optimization problems. It is
xpected that its optimization mechanism could solve the prob-
em of vanishing gradient and model collapse. Here, the adver-
arial procedure in GAN is considered as an optimization issue in
riginal EGAN, allowing generators to get solutions through evo-
utionary operators, including crossover, mutation, and selection,
radually obtaining suitable solutions in continuous iterations.
ne of the three mutations used in the original EGAN, least-
quares mutation, causes over-punishment of fake samples and
eads to training instability. Due to the fact that Kullback–Leibler
ivergence is a commonly used measurement of the similarity
etween two probability distributions and can better fit end-to-
nd systems, it is applied to improve the performance of the
riginal EGAN.
In this paper, a channel-agnostic end-to-end learning method

ased on KLD EGAN is proposed for the newly developed MIMO
C with drift system, which can improve the transmission rate
nd obtain data for further training. In the end-to-end archi-
ecture, the channel representation, as well as the coding and
ecoding processes, are jointly optimized into a single end-to-end
ask. Specifically, the transmitter DNN replaces the coding and
odulation module to achieve the release of molecules, and the

eceiver DNN replaces the demodulation and decoding module
o perform signal detection. Moreover, channel KLD EGAN is
sed as a surrogate to enable the transmitter gradients back-
ropagate and to generate fake data for end-to-end training in
ase of insufficient sample size. By iteratively training the KLD
GAN, transmitter DNN, and receiver DNN, the entire system can
utomatically learn the channel output distribution and optimize
he end-to-end loss without an explicit channel model.

To the best of our knowledge, the idea of integrating GAN and
volutionary computation is first introduced for end-to-end mod-
ling in MIMO MC with drift system. As a data-driven approach,
t provides new insight into the optimization of communication
ystems for a wide range of wireless channels. Unlike traditional
ignal processing algorithms which require channel information
nd thresholds, end-to-end learning can achieve signal detection
hrough simple matrix operations. Moreover, the end-to-end ar-
hitecture can approach or even exceed traditional systems in bit
rror rate (BER) performance with lower complexity, potentially
chieving global optimum. The effectiveness and robustness of
ur model are demonstrated and analyzed.

The contributions of this paper are as follows:
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1. We develop a mathematical MIMO MC with drift system
paradigm to interpret the emission, propagation, and re-
ception of information molecules. The additional drift term
mitigates the effects of ISI, ILI, and other possible noise on
the transmitted signal and thus decreases the transmission
error.

2. With the consideration of KLD EGAN as a channel sub-
stitution, an end-to-end learning communication system
is developed, which does not require an explicit channel
model and can learn end-to-end links implicitly from data.

3. Compared with other DL-based methods, including DNN,
original GAN, and original EGAN, the proposed KLD EGAN
has the capability of addressing the issues of vanishing
gradient and model collapse in GAN, and over-punishment
in EGAN, respectively, thus generating more realistic sig-
nals. The system can still be trained effectively with the
generated fake signals, even with only a small training
sample size.

2. System model

In this work, MC system withW point transmitters,W spher-
ical passive receivers, and a diffusion-based channel with drift in
a three-dimensional (3D) environment is considered. The trans-
mitter can instantaneously release a predefined number of infor-
mation molecules simultaneously, which would then propagate
along the fluid medium by both the Brownian motion and the
drift. It is assumed that interactions and elastic collisions between
information molecules are not taken into account when there are
multiple information molecules in the environment. Here, all the
molecules have the same properties in terms of shape and size.
Furthermore, the transmitters and receivers are considered to be
synchronized.

During the entire communication process, there exist two
kinds of interference which would affect the reception of infor-
mation molecules at the receiver. Firstly, due to the low-speed
characteristic of diffusion and uncertainty of molecular Brow-
nian motion, the receiver may receive molecules emitted from
all previous time slots by the transmitter at current time slot,
resulting in ISI. In addition, the transmitter is assumed to transmit
independent signals to its corresponding receiver. Given that all
transceiver links use the same molecules for transmission, the
receiver may receive molecules sent by the non-corresponding
transmitter, resulting in ILI.

2.1. Topology and propagation model

A W×W MIMO system is shown in Fig. 1. The transmitters are
denoted as Tx1, Tx2, . . . , TxW , while the receivers are denoted as
Rx1, Rx2, . . . , RxW . Each transmitter is located at a distance d from
the center of its corresponding spherical receiver. All receivers
have the same radius r and are separated by a distance h, same
as the distance between each transmitter.

The transmitter encodes the signal by the concentration of in-
formation molecules, which are released, propagate through the
channel by Brownian motion and drift, and are finally observed
by the receiver. Thus, the receiver decodes the signal according
to the number of arrived molecules. The transmission time is
divided into time slots of equal duration ts. Here, the binary
concentration shift keying (BCSK) modulation scheme is applied,
where the release of a predefined number of molecules in ts is
represented by binary 1, and no release is 0. Only one bit is
transmitted in each time slot ts. For the wth transmitter and
receiver, the coordinates under 3D Cartesian coordinate system

are set as follows: dTxw = [0, 0, (w − 1)h] for Txw, dRxw =

3

Fig. 1. Schematic of proposed MIMO MC with drift system.

[d, 0, (w − 1)h] for the center of Rxw, and d(t) = [xt , yt , zt ] for
he position of information molecule at time t .

To demonstrate the proposed model, we use Rx1 Receiver
s an example to illustrate the propagation of molecules. Other
eceiver models are similar to the Rx1. In general, the effect of
dvection can be described by a velocity vector v(d, t) depending

on position d and time t . Here, a constant uniform flow along
the positive x-axis is considered. Also, let c(d, t) denote the con-
centration of molecules, i.e., the average number of molecules at
coordinates d and time t . Since the molecules are affected by both
free diffusion and drift, the propagation process of molecules can
be characterized by the advection–diffusion equation in (1) [38].
∂c(d, t)

∂t
= Dc∇

2c(d, t)−∇ · (v(d, t)c(d, t)), (1)

where ∇2 and ∇ are the Laplace operator and the Hamiltonian in
Cartesian coordinate, respectively, and Dc is the diffusion coeffi-
cient. Moreover, considering an unbounded 3D environment with
impulse response, initial conditions (IC) and boundary condition
(BC) are represented as follows [38]:{

IC : c (dTxw, t → 0) = δ (d− dTxw) ,

BC : c(∥d∥ → ∞, t) = 0, (2)

where δ(·) is the Dirac delta function.
By solving (1) with IC and BC, the probability of observing one

molecule per unit volume, which is consistent with the definition
of probability density function (PDF) with respect to position d at
time t , can be expressed as [38]:

f (d, t) =
1

(4πDc t)3/2
· exp

(
−
∥d− tv− dTxw∥

2

4Dc t

)
. (3)

By integrating PDF in the x, y, z direction, we can obtain the
robability of observing a single molecule, denoted as f (d, t)
xdydz, in a rectangular cube of length dx, height dy, and depth dz,
entered on d at time t . According to the Uniform Concentration
ssumption (UCA) [38], when the receiver is placed far away from
he transmitter, PDF for all points within the receiver volume can
e approximated to the value at the center of receiver. In this
ay, the probability of capturing a molecule observed at receiver
an be derived as (4) by integrating the receiver volume:

(d, t) =
Vr

(4πDc t)3/2
· exp

(
−
∥d− tv− dTxw∥

2

4Dc t

)
, (4)

where Vr is the volume of spherical receiver. By applying dTxw
and dRx1 to (4), the probability of observing one molecule by wth
paired and unpaired transceiver can be written as (5) and (6),
respectively.

Ppair (t) =
Vr

3/2 · exp
(
−

(d− tv)2
)

, (5)

(4πDc t) 4Dc t
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unpairw (t) =
Vr

(4πDc t)3/2
· exp

(
−

(d− tv)2 + ((w − 1)h)2

4Dc t

)
, (6)

where v is the drift velocity.
It is assumed that n information molecules are emitted by

Tx1 at the start of each time slot. Since each molecule is trans-
mitted independently, the number of molecules observed by the
receiver, denoted as N , follows a binomial distribution. Further-
more, when n is sufficiently large, the binomial distribution can
be approximated as a normal distribution. Thus, we can obtain
the distribution of the number of molecules received by Rxw as
7) and (8) for w = 1 and 1 < w ≤ W , respectively.

pair (n, t) ∼ B(n, Ppair (t)) ∼ N (nPpair (t), nPpair (t)(1− Ppair (t))),

(7)

Nunpairw (n, t) ∼ B(n, Punpairw (t))
∼ N (nPunpairw (t), nPunpairw (t)(1− Punpairw (t))).

(8)

In this MIMO communication system, interferences come from
three aspects, specifically from ISI, ILI, and possible channel Gaus-
sian noise originating from molecular decomposition or other
nano-machine emissions, denoted as Nnoise ∼ N (0, σ 2

n ). Both ISI
and ILI can lead to that the symbols received in the current time
slot are not all sent by the paired transmitter in the same time
slot, resulting in signal distortion and thus affecting signal detec-
tion. In particular, only the previous one time slot is considered
in this paper for simplicity.

It is assumed that the transmitters have independent se-
quences of sw as their respective signals, which are to be sent to
the corresponding receivers Rxw. All the transmitted sequences
are concatenated to achieve the original transmitted signal s =
[s1, s2, . . . , sW ]T . Therefore, the number of molecules observed
by the receiver Rx1 at the jth time slot can be expressed as

N(j, t) = s[1]Npair (n, t)+
m∑
i=1

s1[j− i]Npair (n, t + its)  
ISI

+

m∑
i=0

W∑
w=2

sw[j− i]Nunpairw (n, t + its)  
ILI

+Nnoise(j),

(9)

here m is the length of channel memory, which is set to 1 in
his paper. In this equation, ISI term considers only the effect of
he previous time slot from the paired transmitter, while ILI term
onsiders the effect of both the current and previous time slots
rom the unpaired transmitter.

In this work, the number of information molecules observed at
he receiver node is considered to be the observation signal and
s used to decode the transmitted signal. Since the transceivers
re assumed to be synchronous, each transmitted symbol corre-
ponds to an individual observation symbol. Thus, the observation
ignals y for each time slot of Rx1 is expressed as (10):

=

⎡⎢⎢⎣
N(1, t)
N(2, t)

...

N( I
W , t)

⎤⎥⎥⎦ = [ H1 ... HW
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

s1[1]
...

s1[ I
W ]

...

sW [1]
...
I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (10)
sW [W ]
4

Fig. 2. SIR on different topology parameters.

here

1 =

⎡⎢⎢⎣
Npair (n, t)

Npair (n, t + ts) Npair (n, t)
. . . . . .

Npair (n, t + ts) Npair (n, t)

⎤⎥⎥⎦
I
W ×

I
W

,

w =⎡⎢⎢⎣
Nunpairw (n, t)

Nunpairw (n, t + ts) Nunpairw (n, t)
. . . . . .

Nunpairw (n, t + ts) Nunpairw (n, t)

⎤⎥⎥⎦
I
W ×

I
W

.

where I is the length of transmitted sequence, which is divided
into W portions for transmission.

2.2. Signal-to-interference ratio

To quantify the effect of different system topological parame-
ters and drift velocities on the number of arrived molecules, the
signal-to-interference ratio (SIR) is defined. The SIR represents
the ratio of molecules received from the paired transmitter in
the current time slot to the average number of molecules from
all ISI, ILI, and Gaussian noise parts, which is expressed as (11) at
the jth time slot. Obviously, a higher SIR value indicates a higher
performance of the MIMO communication system (see Box I).

For simplicity, we set W = 2. Fig. 2 shows the SIR values for
different topology parameters. Both increasing d and decreasing
h cause the degradation of SIR because the former increases ISI
and the latter increases ILI. Moreover, it can be observed that the
parameter d has a more significant effect on the system, and thus
ISI has a stronger impact on SIR compared with ILI. ts is set as 8(s)
in this work.

Fig. 3 shows the SIR values for different drift velocities. By
increasing the drift velocity v, both ISI and ILI can be alleviated to
some extent, reducing the randomness of molecular motion and
thus obtaining a higher SIR value.

2.3. Particle-based simulation

To validate the accuracy of the mathematical model proposed
in Section 2.1, we record the position of each molecule at each
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SIR =
s[j]Npair(∑m

i=1 s1[j− i]Npair (n, t + its)+
∑m

i=0
∑W

w=2 sw[j− i]Nunpairw (n, t + its)+ Nnoise(j, t)
)

/3
. (11)

Box I.
h

3

d
t
e
c
r
s
a
h
d

o

Fig. 3. SIR on different drift velocity.

oment using the particle-based simulation, which is repre-
ented as:
(xt , yt , zt) = (xt−∆t , yt−∆t , zt−∆t)+ (∆x, ∆y, ∆z),

∆x ∼ N (v∆t, 2Dc∆t),
∆y ∼ N (0, 2Dc∆t),
∆z ∼ N (0, 2Dc∆t),

(12)

where xt , yt , zt are the molecules’ positions at each dimension at
time t.

We set W = 2. It is assumed that the signal to be transmitted
is [1, 0, 0, 1, 1, 0, 1, 0, 1, 0]. Tx1 transmits [1, 0, 0, 1, 1] and Tx2
transmits [0, 1, 0, 1, 0]. The number of molecules observed by
Rx1 is shown in Fig. 4. The total number of molecules entering
spherical receiver in one simulation is recorded as a single sim-
ulation, and this process is repeated ten times and averaged as
the average simulation. The theoretical curve is obtained using
(5) and (6), where the system parameters are shown in Table 1.
The parameters are chosen by selecting the best set discussed in
Section 2.2. As shown in Fig. 4, theoretical values can be well-
fitted to the average simulation values, proving that the proposed
model can perfectly represent the molecular propagation process
in the channel.

3. DL-based end-to-end paradigm

In this section, we illustrate how to decode the transmit-
ted signals using DL-based methods, specifically GAN-based, KLD
EGAN-based, and DNN-based methods, which are subsequently
evaluated through BER performance. In original GAN, original
EGAN, and KLD EGAN-based models, the underlying channel is
unknown, and we only use the data sampled from the theoret-
ical MIMO MC system with drift proposed in Section 2 in the
offline training phase. However, in DNN-based model, analyti-
cal representation of the underlying channel is supposed to be
known.
 t

5

Table 1
The Default Parameters of Molecular Communica-
tion System.
Parameters Value

Transceiver number(W a) 2

Radius of the receiver (r) 20 µm

Height (h) 200 µm

Distance (d) 200 µm

Diffusion coefficient (Dc
a) 800 µm2/s

Drift velocity (va) 30 µm/s

Molecules per bit (na) 30000

aParameters that may change during experiments.

Fig. 4. Particle-based simulation results of Rx1 for distance d = 20 µm, height
= 200 µm, radius r = 20 µm, drift velocity v = 30 µm/s.

.1. End-to-end learning for MIMO system

Due to the topology of proposed system, the properties of
ifferent paired transceivers are similar. Therefore, their respec-
ive original signals can be concatenated to train the end-to-
nd system. Fig. 5(a) depicts the end-to-end architecture of the
ommunication system. The parameters of transmitter DNN and
eceiver DNN are represented by θTx and θRx, respectively. The
ignal transmitted by Txw is denoted as sw, taken from the
lphabet M = {0, 1}. All the sw are concatenated as s, which
as been stated. Next, s is mapped to a one-hot vector, with 0
enoted as [1, 0]T and 1 denoted as [0, 1]T . The dimension of s

is W × I
W × 2, which is then modulated as x = fθTx (s), x ∈ R{3}.

The channel takes x as input such that its output y follows the
conditional probability distribution y ∼ p(y|x). Correspondingly,
the receiver decodes the received channel output y to a proba-
bility vector p represented as p = fθRx (y), where the sum value
f the lowest dimension of p is 1. Eventually, the receiver takes
he dimension of the maximum value of p as the decoded signal



J. Zhu, C. Bai, Y. Zhu et al. Nano Communication Networks 37 (2023) 100456
Fig. 5. End-to-end learning based communication systems: (a) end-to-end communication system, where transceiver is represented by neural networks; (b) proposed
end-to-end communication system, where channel is represented by KLD EGAN.
ŝ = argmaxs(fθRx (y|fθTx (s))). The end-to-end MC system aims to
achieve a better signal recovery capability.

To minimize the difference between transmitted signal s and
recovered signal ŝ, the distance is measured using the binary
cross-entropy end-to-end loss, which can be expressed as:

L =
I∑

j=1

(s[j] log(ŝ[j])+ (1− s[j]) log(1− ŝ[j])), (13)

where s[j] and ŝ[j] represent the jth element of s and ŝ, respec-
tively, and I is the length of transmitted sequence.

3.2. GAN-based model for MIMO system

3.2.1. Generative adversarial network
GAN [35] is a typical framework for estimating generative

models through an adversarial process with two components:
generator G and discriminator D, which are implemented by
neural networks with trainable parameters θG and D, respectively.
The training objective of G is to generate data similar to the real
data as much as possible and to adjust its parameters to eliminate
the difference between the two data distributions and fool D. The
training objective of the D is to determine, as far as possible,
whether the samples fed into D are real or not. The whole process
can be considered as a two-player minimax game between D and
G [35]. Under the determination of D, G gradually learns the real
data distribution by adjusting θG. The random noise z is used as
an input to G, and the fake samples G(z) are the output. As for D,
the input includes both the real samples a from the dataset and
the fake samples G(z). The output of D is a probability value to
determine whether the input samples are true or fake. θG and
θD are independent of each other, and the adversarial training
procedure could be represented by:

min
G

max
D

V (D,G) = Ea∼pdata(a) [logD(a)] + Ez∼pz [log(1− D(G(z)))],

(14)

where pdata(a), pz are the probability distribution functions of the
real sample a, and the input noise z, respectively.

Since G and D are trained alternately during the entire proce-
dure, (14) could be divided into two parts. The training objective
for G and D can be respectively represented by:

min V (D,G) = Ez∼p [log(1− D(G(z)))], (15)

G z

6

max
D

V (D,G) = Ea∼pdata(a) [logD(a)] + Ez∼pz [log(1− D(G(z)))].

(16)

3.2.2. GAN-based training scheme
In the GAN-based end-to-end architecture, both the trans-

mitter and receiver are replaced by DNN, and the channel is
substituted with channel GAN. The transmitter and receiver are
trained to minimize the end-to-end loss represented by (13).
The generator G and discriminator D are trained by (15) and
(16), respectively, where the real data for D is sampled from the
MIMO MC with drift system. Channel GAN simulates the output
distribution of the real channel as much as possible in adversarial
training and feeds the generated fake signals together with the
real sampled signals to the receiver for decoding. In addition,
the gradients of transmitter can be back-propagated through G
to complete the end-to-end training of the whole architecture.

3.3. KLD EGAN-based model for MIMO system

3.3.1. Evolutionary generative adversarial network
According to [35], if the discriminator achieves optimum in

original GAN stated above, the minimax objective function (14)
aims to minimize the Jensen–Shannon divergence (JSD) between
real and generated distributions. However, if the overlap between
real and generated distributions is pretty tiny in the early training
stage, i.e., the quality of generated samples is less than satis-
factory, JSD will be a constant, causing vanishing gradient [37].
Evolutionary computation, which is based on concepts of biolog-
ical evolution, has the potential to address the above issue. In
evolutionary computation, a population of possible solutions to
the target problem is first created, each of which is considered
as an individual in the population. With the operators such as
mutation and crossover, individuals would produce new solutions
based on the initial population. Each newly generated individual
is considered as an offspring and each offspring is measured by a
fitness function which indicates its quality. Offspring with better
fitness values are selected for the next evolutionary process.
The population evolves over time until reaching a predefined
condition and gradually finds better solutions [39].

EGAN is first proposed in [37]. In each evolutionary process,
EGAN evolves a population of individuals, and each individual
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served as the generator G) represents a potential solution in
he solution space. The environment (served as the discriminator
) provides different fitness loss functions which would guide
he individual in evolving under different mutations. Thus the
opulation gradually adapts to the environment, indicating that
ore realistic data would be produced. During each evolutionary
rocess, there exist three sub-stages.

1. Mutation: Mutation is the variation of individual genes un-
der the influence of the environment, which may introduce
new information into offspring and explore the solution
space not currently covered. In EGAN, there are three types
of mutations, specifically minimax mutation, heuristic mu-
tation, and least-squares mutation. In particular, minimax
mutation corresponds to the minimax objective function in
the original GAN.

2. Evaluation: A fitness function is used to measure the qual-
ity of each mutated offspring. Here, both the quality and di-
versity of the generated samples are used to determine the
direction of evolution. The quality fitness function could be
derived as follows. If the generated samples are realistic
enough, they will be able to fool D and get a higher quality
score.

Fq = Ez[D(G(z))]. (17)

In addition, the diversity of samples is also considered to
mitigate the mode collapse issue. A smaller gradient value
corresponds to more discrete generation samples, indicat-
ing a higher diversity. The diversity fitness function is given
by (18), which is measured by using the log gradient value
of updating D.

Fd = − log ∥∇D − Ex[logD(x)] − Ez[log(1− D(G(z)))]∥.

(18)

Thus, the fitness function can be modified as: F = Fq +

γFd, where γ is a weight parameter that balances the
weight of sample quality and diversity.

3. Selection: Selection indicates the survival of the fittest,
and this step simulates the process of natural selection.
The offspring with better fitness values represents a better
adaptation to the environment and will be selected for the
following evolutionary process to find the optimal solution
in the solution space.

3.3.2. KLD EGAN
In the least-squares mutation of original EGAN, we minimize

the squared error between the real channel output value and the
faked output value of G, with the expectation that the squared
error between the two is minimized. However, least-squares mu-
tation may cause an over-punishment of the fake samples and
is strongly influenced by outlier perturbations [40]. Kullback–
Leibler divergence (KLD) is widely used to measure the difference
between two distributions, specifically, it describes the coding
loss of using the distribution simulated by G to estimate the true
distribution of channel output signal. Moreover, sufficient gradi-
ents can be consistently provided throughout the entire training
process, thus Kullback–Leibler mutation is used for replacement
in the channel model in this work.

By minimizing the loss of KLD, the amount of information
loss is reduced as much as possible when replacing the real
distribution with the one generated by G. In this way, the simu-
lated distribution of G is almost identical to the real distribution,
making it possible to train the end-to-end system better without
the training instability caused by least-squares mutation. All three

sub-stages, i.e., mutation, evaluation, and selection, are used for

7

each training iteration. Both evaluation and selection phases of
KLD EGAN are consistent with EGAN mentioned in Section 3.3.1.
Three different mutation operators are as follows.

1. Minimax mutation:

Mminimax
= Ez∼pz [log(1− D(G(z)))], (19)

2. Heuristic mutation:

Mheuristic
= −Ez∼pz [log(D(G(z)))], (20)

3. Kullback–Leibler mutation:

Mkullback−leibler
= Ez∼pzD(G(z))[log(D(G(z))− 1)]. (21)

These different mutation operators correspond to different
training objectives. For example, given an individual G in the
population, three mutation operators are utilized to generate its
offspring {G1, G2, G3}. Specifically, three copies of each individual
are created, each of which are modified by different mutations.
Then, each modified copy is considered as one offspring. Different
mutation operators attempt to reduce the distances between the
generated distribution and the data distribution from different
perspectives [37]. For each evolutionary process, the generator
is updated with three objectives (or mutations) to accommodate
the current environment. If one mutation strategy could not pro-
vide sufficient gradient, another is applied in the next iteration.
According to the principle of ‘‘survival of the fittest’’, only the
best-performing offspring will survive and participate in future
training. In addition, both the sample quality and sample diversity
are taken into account for evaluation.

3.3.3. KLD EGAN-based training scheme
In the KLD EGAN-based end-to-end architecture, transmit-

ters and receivers are replaced with DNN, and the channel is
substituted with channel KLD EGAN. Since the end-to-end loss
is calculated at the receiver, it is easy to obtain its gradients
and to train the receiver parameters θRx. When updating the
transmitter parameters θTx, channel KLD EGAN is used as the
surrogate channel so the gradients can be back-propagated. In
addition, as shown in Fig. 5(b), both real sampled data and fake
data generated by G are fed into the receiver for training. Thus,
the effectiveness of the end-to-end system can be guaranteed
even with insufficient training samples. Also, with a more realistic
channel output generated by G, better training of the communi-
cation system can be achieved, allowing the receiver to decode
and recover the original transmitted signal more accurately.

The training details of channel KLD EGAN are illustrated in
Algorithm 1. In each iteration, D is first updated. By sampling a
batch of transmitted signal s, the encoded information x can be
obtained from the output of the transmitter. In addition, the ran-
dom noise z needs to be sampled. The real data can be obtained
from the MIMO MC with drift system in Section 2, and the fake
data can be obtained from G. Both of them are fed into D. Identical
to D, a batch of s and z need to be sampled when updating G. For
each evolutionary iteration, G is updated with different mutations
to accommodate the current environment, where the number of
mutations is denoted as nm. After evaluating all offspring, the
optimal one is selected for the next iteration.

3.4. DNN-based model for MIMO system

DNNs are neural networks with a number of hidden layers. In
DNN-based model, the network architecture of transmitter and
receiver remains the same as in GAN-based and KLD EGAN-based
approaches. Fig. 5(a) shows the structure of DNN-based model.
Two differences are that the underlying channel for DNN-based
architecture is known, and only the real signals are sampled to
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Algorithm 1: Channel KLD EGAN Training Algorithm.

Require: Initialization:Ntrain; γ ; nm; BatchSize(bs);
Require: Initialize θTx,θRx,θG,θD; Generate Ntrain training data
samples at random;

1: for number of training iterations do
% Updating the Discriminator

2: Sample a batch of transmitted data for Tx {sb}bsb=1.
3: Sample a batch of noise {zb}bsb=1.
4: Get the transmitted information {x} ← fθTx (s) .
5: Get the channel output signal {y} ← fθG (x, z).
6: Derive the received signal {ŝ} ← fθRx (y).
7: Sample a batch of real channel signal from MIMO MC with

drift system.
8: Update the discriminator by SGD(∇θD [

1
bc

∑bs
b=1 logDθD (x

b)+
1
bc

∑bc
b=1 log(1− DθD (GθG (z

b))]).
% Updating the Generator

9: Sample a batch of transmitted data {sb}bsb=1.
10: Sample a batch of noise {zb}bsb=1.
11: for j = 1, ..., nm do
12: Mutate individual G

θ
j
G
← ∇Mj

G({z
b
}
bs
b=1).

13: Sort the mutated individual F j
← F j

q + γF j
d.

14: end for
15: Select the optimal one to be the next generator
{F j1 ,F j2 , ...} ← sort(F j).

16: GθG ← GθG
jbest

17: end for

train the system. The end-to-end loss defined in (13) is minimized
by decoding signals at the receiver according to the channel out-
put. The gradients of receiver DNN are then obtained, while the
gradients of transmitter DNN can be back-propagated through the
differentiable channel model to complete the end-to-end training.

4. Traditional detection algorithms

In this paper, our proposed method is compared with two tra-
itional detection algorithms to analyze BER performance. Note
hat both maximum a posterior (MAP) detector and fixed thresh-
ld (FT) detector require the underlying channel model to be
nown when recovering the original signal sent by the transmit-
er at the receiver node, which is different from our proposed
ata-driven approach.

.1. MAP detector

The MAP detector traverses all possible transmission sequences
nd takes the sequence that maximizes the posteriori probability
ensity function (PDF) of the received signal as a result. Since the
AP detector incorporates the prior distribution of the quantity

o be estimated in it, it is considered to be the optimal detector to
chieve theoretical BER performance. Thus, MAP detector deter-
ines the sequence of transmitted bits by maximizing the joint
DF of the transmitted bits s and the observation signals y, which
s expressed as (22)[41]:

ˆ = argmax
s

I
W∏
j=0

fh (y[j] | s[j− 1, j]) . (22)

here fh is the joint PDF of observed signal samples y and
ransmitted signal s.

For decoding the jth bit of s sequences, we calculate the
probability of a normal distribution where the jth bit is 0 or 1
8

based on the result of (j−1)th bit, followed by traversing all cases
to find the maximum value as the result.

4.2. Fixed threshold detector

Inspired by practical zero forcing method proposed in [42],
we proposed the fixed threshold (FT) detector in this paper. The
distribution of the observed signals is different for sending bits
0 and 1. And two fixed thresholds for signal decoding can be
obtained by finding the intersection of these two distributions.

Assuming that bits 0 and 1 are emitted with identical proba-
bility, the mean and the variance of total interference, i.e., ISI and
ILI, are expressed as :

µI =
1
2
n

(
Ppair (2ts)+

W∑
w=2

(Punpairw (ts)+ Punpairw (2ts))

)
, (23)

2
I = (

n
2
)2
[
(Ppair (2ts))2 +

W∑
w=2

(Punpairw (ts))
2
+

W∑
w=2

(Punpairw (2ts))
2]

+
n
2

[
Ppair (2ts)(1− Ppair (2ts))+

W∑
w=2

(Punpairw (ts)(1− Punpairw (ts)))

+

W∑
w=2

(Punpairw (2ts)(1− Punpairw (2ts)))
]
,

(24)

where Ppair (2ts) is the probability of a molecule arriving at the cor-
responding receiver in next time slot. Punpairw (ts) and Punpairw (2ts)
are the probability of a molecule arriving at the non-corresponding
receiver Rxw in current time slot and in the next time slot,
respectively.

Furthermore, the probability density function of yFT when
transmitting 0 and 1 bits, denoted as yFT |0 and yFT |1, respectively,
an be represented as follows.

yFT |0 ∼ N
(
µ0, σ

2
0

)
= N

(
µI , σ

2
I + σ 2

n

)
,

yFT |1 ∼ N
(
µ1, σ

2
1

)
= N

(
α + µI , α(1− Ppair (ts))+ σ 2

0

)
,

(25)

or α = n× Ppair (ts).
The intersection of these two distributions is the decoding

hreshold η. Within this threshold, the symbol is decoded as 0,
therwise, it is decoded as 1. Let

1
σ0
√
2π

exp
(
−

(η−µ0)2

2σ2
0

)
=

1
σ1
√
2π

exp
(
−

(η−µ1)2

2σ2
1

)
, (26)

e can obtain the threshold as:

= µ0 +
−α ±

√
α2 + (β2 − 1)

(
α2 + σ 2

0 β2 lnβ2
)

β2 − 1
, (27)

for β = σ1/σ0. Once the threshold is obtained, the decoding
process can be defined as:

ŝ = δ
(
ŷFT
)
=

{
0 ηs < ŷFT < ηb
1 otherwise (28)

where ηs and ηb are the smaller threshold and bigger threshold,
respectively, and δ (·) is the decoding function.

In FT detector, it is assumed that the decoded signal has the
same number of 0 bits and 1 bits in pre-sequence signals. How-
ever, the assumption deviates from the actual situation. More-
over, in MAP detector, the effect of actual pre-sequence signals is
considered, leading to that the FT detector can only be considered
as a sub-optimal detector.
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Table 2
The Parameters of KLD EGAN-based End-to-end System.
Parameters Value

Weight Parameter (γ ) 0.05

Mutation Operator (nm) 3

Batch Size (bs) 64

Transmitter: Neurons in one hidden layer 4

Learning rate 0.0001

Receiver: Neurons in one hidden layer 8

Learning rate 0.0001

Generator: Neurons in each hidden layers 16,16

Learning rate 0.0005

Discriminator: Neurons in one hidden layer 16

Learning rate 0.0005

5. Experiments and numerical results

In this section, a series of experiments with different parame-
ers are carried out to evaluate the performance of proposed KLD
GAN-based model presented in Section 3.3 as well as others.
AP detector described in Section 4.1 and FT detector given

n Section 4.2 is considered as the optimum and sub-optimum
perator, respectively.
Assume that there are two pairs of transceivers, i.e., W =

. As stated in Section 2.2, we have compared the SIR values
f MIMO MC system under different topology parameters and
elected the best to chose as the experimental conditions for this
ection. Specifically, the parameters are set as d = 200 µm, h =
00 µm, r = 20 µm, v = 30 µm/s. More specific experimen-

tal setup is given in Section 5.1. In Section 5.2, the generation
capabilities of different GAN-based models, including original
GAN, original EGAN, and KLD EGAN, are analyzed. In Section 5.4,
the BER performance of various detectors for different model
parameters, including the signal-to-noise ratios (SNR), number of
molecules per bit, diffusion coefficient, drift velocity, and training
sample size are evaluated.

5.1. Experimental setup

Fully connected (FC) layers are used for all neural networks
in transmitter, receiver, and channel KLD EGAN. The weights
of all models are updated by stochastic gradient descent (SGD)
algorithm. The size of training data and testing data are 1000
and 10,000, respectively. Given the weight of both, the training
dataset can be considered as a small sample size. The default
parameters of MIMO MC with drift system are shown in Table 1,
and the values of parameters when used as variables, are given in
the respective sections. The network parameters for channel KLD
EGAN are shown in Table 2.

5.2. Generation capability analysis

In Fig. 6, the generation capability of the proposed KLD EGAN-
based, original EGAN-based, and GAN-based learning methods is
demonstrated. It should be noted that DNN and the two the-
oretical detectors are not analyzed here because they have no
generation capability. In this paper, both the generator loss and
discriminator loss of these three methods are taken into consid-
eration. Since the minimax mutation loss function is applied in
the original GAN, here, the same loss function displayed in (19)
is selected as well for a fair comparison in both original EGAN and
KLD EGAN.

The results show that there are still relatively severe oscilla-
tions in the GAN generator loss as the training epoch increases.
9

Fig. 6. Generation capability comparison between KLD EGAN, EGAN, and GAN
when minimax mutation is selected.

This is due to the vanishing gradient and mode collapse of the
GAN. In contrast, the generator losses of channel original EGAN
and KLD EGAN are more stable, indicating that their generated
signals have a higher degree of similarity to real received signals,
showing better generation performance, and the KLD EGAN is
superior. GAN will eventually reach Nash equilibrium in theory. In
other words, the generator loss is equal to the discriminator loss,
which is both 0.5. Also, results show that the two loss values of
KLD EGAN are closer than that of GAN and original EGAN, both
converging around 0.5, which means that it can generate more
realistic MC channel data, leading to a positive contribution to
the overall end-to-end signal recovery.

5.3. Model complexity analysis

Complexity analysis is important for resource-limited mi-
cro/nano machines in MC scenarios. Computational complexity is
a measure of model complexity for online signal detection, and in
this section, we will perform a simple theoretical analysis of five
detectors and models. As mentioned before, W is the number of
transceivers, and I is the length of the transmitted sequence. The
computational complexity of the MAP detector can be expressed
as O(22W

× I/W ), while that of the FT detector is O(I), and the
DNN-based, GAN-based, and KLD EGAN-based models are allO(I).
It can be found that the computational complexity of the MAP
detector increases exponentially with W . For the proposed KLD
EGAN-based model, the computational complexity is the same
as that of the sub-optimal FT detector, and both are relatively
low. However, its BER performance is better than that of the FT
detector in most cases.

Furthermore, as a data-driven approach, the training phase of
the KLD EGAN-based model can be done in an offline manner,
thus avoiding the periodic channel estimation process, which
accounts for the extra overhead. More importantly, macro-scale
devices can be used to facilitate complex offline training, which
can then be transplanted to micro/nano-scale MC systems with
lower computational power [43].

5.4. BER performance analysis

5.4.1. Signal-to-noise ratio
In order to evaluate the robustness of different detectors to the

environment, Fig. 7 gives the BER performance of various models
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Fig. 7. Bit error rate performance comparison of SNR in MIMO molecular communication with drift system.
nder different signal-to-noise ratios (SNR) by adjusting the noise
ariance σn, as shown in (29).

NR = 10 · log10(
N2

s

σ 2
n
), (29)

here Ns and σn represent the power of signal and noise, respec-
ively.

In this experiment, all models were trained on a noise-free
hannel, and during the test phase, the channel was operated
ith different intensities of Gaussian noise. It indicates that as
NR increases, the BER of all candidate models decreases. The
ER of the proposed KLD EGAN-based model outperforms the
ub-optimal FT detector and is second only to the optimal MAP
etector. Also, compared with all other DL-based methods, the
roposed KLD EGAN-based model is more robust for different
NRs, outperforming the DNN-based detector for which the chan-
el is known and being second only to the optimal MAP detector.
e also compared our proposed method with the original EGAN

o demonstrate that the improved KLD mutation is effective. As
hown in Fig. 7, the BER of KLD EGAN is lower than that of original
GAN at all SNR values. In addition, it is observed that the original
AN cannot converge in the case of a small training sample size.
ue to the issues of vanishing gradient and mode collapse of GAN,
raining with signals extremely deviated from the real can cause
ncalculable damage to the end-to-end system.

Furthermore, the effect of ILI is more significant in the 3 × 3
MIMO system compared to 2 × 2, thus the optimal MAP detector,
sub-optimal FT detector, and training-stable KLD EGAN-based
model all have greater BERs in the 3 × 3 system. For example,
at SNR=0 dB, the BER of MAP detector is 0.0062 under 2 × 2
MIMO but 0.0069 under 3 × 3 MIMO, and the BER of KLD EGAN-
based model is 0.0094 under 2× 2 MIMO but 0.0107 under 3× 3
MIMO.

5.4.2. Molecules per bit
The effect of different numbers of molecules per bit on the

BER performance for various models is shown in Fig. 8. With the
number of molecules per bit rising, the uncertainty of Brownian
motion is reduced, leading to a smaller effect of both ISI and
ILI. Compared with other DL-based models, the proposed KLD
EGAN-based model has a better BER performance, with a steady
10
Fig. 8. Bit error rate performance comparison of molecules per bit in MIMO
molecular communication with drift system.

decline as the number of molecules per bit increases. The BER
performance of proposed KLD EGAN-based model outperforms
the sub-optimal FT detector at all molecules per bit. Since both
GAN and EGAN-based models are data-driven and are unknown
to the underlying channel, the model that can more accurately
simulate the underlying channel characteristics will have a lower
BER value.

In addition, the BER curve of KLD EGAN-based model is
smoother on all numbers of molecules per bit compared with the
original EGAN-based and GAN-based models, indicating more sta-
ble training. Furthermore, there is a certain amount of oscillation
for the DNN-based model since with the small training sample
size the whole end-to-end system cannot be well trained.

5.4.3. Diffusion coefficient
The diffusion coefficient is also considered to be an essential

parameter that will affect the performance of MIMOMC with drift
system. As shown in Fig. 9, the BER increases with an increase
in the diffusion coefficient. A larger diffusion coefficient means
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Fig. 9. Bit error rate performance comparison of diffusion coefficient in MIMO
molecular communication with drift system.

higher randomness of the molecular Brownian motion, which
may lead to an increase in both ISI and ILI effects. When the
diffusion coefficient is less than 500 µm2/s, the proposed KLD
GAN-based model can achieve zero BER performance, and the
ame is true of the optimal MAP and sub-optimal FT detectors.
ith the diffusion coefficient greater than 500 µm2/s, the BER
erformance of KLD EGAN-based model is only second to the
ptimal MAP detector. It also outperforms all other DL-based
ethods with more stable training and better BER performance.

n addition, both the original GAN-based and EGAN-based mod-
ls show poor BER performance and oscillations under different
arameters. This is because they cannot fit the signal distribution
f the real channel well.

.4.4. Dirft velocity
For MC systems with drift, the drift velocity is another param-

ter that cannot be ignored, affecting the molecules’ transmission
ate through the channel. As shown in Fig. 10, it is obvious that
n increase in drift velocity leads to a decrease in the BER per-
ormance. It is quite reasonable that with a larger drift velocity,
he effect of random molecular Brownian motion will be reduced,
nd the probability of reaching the corresponding receiver within
he current time slot will increase. Adding additional drift to the
IMOMC system, both the effects of ISI and ILI can be suppressed
onsiderably, as has been analyzed in Section 2.2. Thus the BER
f the system can be reduced. When the drift velocity is zero,
he proposed KLD EGAN-based detector is identical to the opti-
al detector. As the drift velocity increases, the proposed KLD
GAN-based detector continues to outperform the other DL-based
etector. Similarly, the DNN-based model cannot train the end-
o-end system well due to insufficient sample size. In contrast,
he proposed KLD EGAN-based model is able to more accurately
imulate the signal distribution of the real channel and thus
chieve a lower BER.

.4.5. Training sample size
Here, we discuss the impact of the training sample size on

he signal recovery performance of MC system. With a smaller
raining size, the end-to-end system cannot learn the channel
nformation well due to an insufficient sample size. However, the
raining data set can be expanded using a generative model. As
hown in Fig. 11, at small training sets, e.g., 500, the proposed KLD
GAN-based method is second only to the optimal MAP detector
ince KLD EGAN can simulate the channel output distribution
11
Fig. 10. Bit error rate performance comparison of dirft velocity in MIMO
molecular communication with drift system.

Fig. 11. Bit error rate performance comparison of training sample size in MIMO
molecular communication with drift system.

quite realistically and train the system with generated signals.
While other DL-based methods show poor BER performance at
this point, indicating that the complete information of chan-
nel cannot be learned well under this training sample set. As
the training sample set increases, KLD EGAN-based method still
outperforms all other DL-based methods.

6. Conclusion

In this paper, aiming at signal recovery of the newly developed
mathematical MIMO MC with drift system model, a KLD EGAN-
based end-to-end learning method is proposed. The additional
drift term mitigates the effects of ISI for paired transceivers, ILI
for unpaired transceivers, and other noise on the transmitted
signal and thus reduces the transmission error. The proposed KLD
EGAN-based method does not require an explicit channel model
and can learn end-to-end link implicitly from the sampled data.
Both the generated fake signals and real sampled signals are fed
to the system for training signal detection. Results show that the
BER performance of proposed channel KLD EGAN-based model
outperforms the sub-optimal FT detector and is only second to the
theoretical optimum MAP detector in most cases. In addition, KLD
EGAN-based detector is superior to both GAN-based and original
EGAN-based detectors in terms of channel output generation
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apability and robustness to the environment, as it alleviates
oth problems mentioned above. Based on the proposed method,
ore realistic channel output can be generated for small training
ample size cases, which helps to improve the signal recovery
erformance, thus making the MIMO MC system more robust to
omplex environments.
Our future research will primarily address channel estimation

nd the investigation of more end-to-end optimization methods
ased on MIMO MC with drift system. As for the experiments,
e also plan to establish the experimental platform to verify the
roposed mathematical model and proposed DL-based detection
ethods.
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